Implementation of the concept of a “swarm of virtual experts” in the
formation of semantic networks in the field of cybersecurity based on large
language models

Dmitry Lande

National Technical University of Ukraine — Igor Sikorsky Kyiv Polytechnic Institute
Leonard Strashnoy

The University of California, Los Angeles (UCLA)

Abstract

This paper introduces a method for constructing semantic networks in the field of cybersecurity
using Large Language Models (LLM) based on the concept of a "swarm of virtual experts." The
method involves multiple interactions with LLM through various prompts and roles, where each
prompt is treated as a separate "virtual expert." This approach minimizes errors such as
hallucinations and redundant links by aggregating results from different models and prompts.
Additionally, a validation step involving human experts is introduced to enhance the reliability of
the data obtained. The proposed approach demonstrates significant potential in the automated
processing of complex data and can be applied to create semantic networks in cybersecurity
tasks, data analysis, and information retrieval.
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Introduction

The modern field of cybersecurity is faced with a rapid increase in the volume and complexity of
cyber threats, which poses challenges for specialists related to the analysis and processing of
huge amounts of data. Attacks are becoming more sophisticated and widespread, including the
use of advanced social engineering techniques, phishing and complex multi-layered
cyberattacks. Analysis of such threats requires high computational resources and expert
knowledge to quickly identify attack patterns and vulnerabilities in systems.

However, even the most experienced professionals face limitations in manual data processing. In
this regard, artificial intelligence (Al) and, in particular, large language models (LLMs) such as
GPT are growing in importance. These models are capable of efficiently processing and
analyzing large volumes of unstructured data, identifying patterns and connections that might go
unnoticed with traditional analysis methods. Using LLM allows you to speed up threat detection
and automate many processes related to cybersecurity, which is especially important in
conditions where every second of delay can lead to significant consequences for the
organization.

In the era of rapid development of Al technologies, LLMs have become a tool for extracting
entities (concepts) and relationships between them from texts. This process underlies the creation
of semantic networks, which can be used in a variety of fields, from big data analysis to
knowledge system building. However, several significant problems arise when applying these
models, such as hallucinations, redundant or irrelevant connections, and omission of important
concepts. This is especially critical in security-related applications, where a missed threat can
have serious consequences.

To partially overcome these problems, an approach has been proposed that is based on multiple
LLM calls with different prompts, roles and models, as well as on aggregation of results, i.e. The
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proposed approach is based on repeated interactions with LLMs through different requests, with
different roles and on different models. This allows you to increase the likelihood of finding
relevant concepts and connections, but the question arises of the optimal number of queries and
roles, as well as the need for human verification of the results. This method is called a “swarm of
virtual experts”, where each launch of a prompt represents an “expert” participating in the
process of building a semantic network. This approach allows for the collection and aggregation
of various responses, which reduces the likelihood of errors and increases the accuracy of the
analysis. This article discusses the steps in this process, its possible limitations, and suggests
ways for improvement.

An additional innovation proposed in this paper is the introduction of a validation step involving
human experts. This helps ensure that the resulting semantic networks are not only statistically
valid but also practically meaningful. This hybrid approach—a combination of machine and
human experts—can significantly improve the accuracy and reliability of the results.

“Swarms of virtual experts” in the field of cybersecurity can be used to analyze texts, reports,
and data on incidents of cyber threats and attacks, for example, phishing attacks, social
engineering and other types of cyber attacks when solving the following problems:

Threat identification: The role of LLM in extracting concepts and identifying relationships
between cyber attacks, defense techniques, and types of vulnerabilities.

Risk assessments: LLMs acting as virtual experts help assess the risks of various attacks based
on historical data and expert knowledge.

Implementation of the protection strategy: Discussion of how virtual expert roles can model
possible defense strategies based on cyberattack data.

Literature review

In recent years, the cybersecurity field has seen rapid growth in the use of artificial intelligence
and machine learning models for threat detection and data analysis. The introduction of large
language models (LLMs) such as GPT has revolutionized natural language processing tasks,
including extracting concepts and relationships from unstructured data. Several studies have
demonstrated the potential of LLM in detecting phishing attacks, analyzing social engineering
tactics, and identifying cyberattack patterns [1, 2].
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However, a significant problem that remains is LLM's tendency to ‘“hallucinate,” where the
model generates irrelevant concepts or fails to detect key relationships between important
cybersecurity entities [3].

The virtual expert swarm method aims to solve these problems by using multiple iterations of
queries against one or more LLMs to extract concepts and relationships. There are a number of
studies devoted to the extraction of concepts and relationships using LLM and other artificial
intelligence methods. For example, in [4] methods for automatically constructing semantic
networks from text data using LLM were studied.

Recent studies show that similar methods can be used to improve accuracy in other areas such as
medical diagnostics and financial analysis [5-7].

The technique of using role models to increase the diversity of concepts is also an important
topic. Research [8] proposes techniques similar to the “swarm of experts”, but without the use of
repeated execution of prompts with different roles. Also, an important area is the inclusion of the
human factor at the verification stage.

The approach based on the use of a “swarm of virtual experts” echoes the concepts of a swarm of
intelligent agents, which are discussed in [9].



While previous work has focused on creating specialized agents for specific tasks, the swarm
approach offers extensive capabilities for flexible adaptation to complex scenarios.

The issues of generating correct and relevant entities when prompts are repeatedly executed are
also raised in a number of articles, such as [10], where the impact of cognitive biases and prompt
reuse on the quality of extracted data is studied.

The concept of a ""'swarm of virtual experts"

A “swarm of virtual experts” refers to a set of queries (prompts) executed in LLM. Each such
request (or series of requests) is considered to be the opinion of one “expert”.

In the context of the term “swarm of virtual experts,” an important aspect is the consistency of
their actions. Although each "expert" represents a separate run of the prompt, there are several
mechanisms that ensure consistency of results.

Human factor (launching prompts). Consistency is largely ensured by the person formulating
and setting the prompts. A person, as a system operator, performs several key functions:

Formulates the same or similar queries for different launches, which creates the necessary unity
of the context.

Monitors results, discarding irrelevant connections and clarifying further prompts based on
previous responses.

Ultimately, it aggregates the results taking into account the frequency of occurrence of
connections, thereby maintaining the coherence of the final semantic network.

Internal mechanisms of LLM (memory and learning).

Memory of previous prompts. Many LLMs, such as GPT, do not have "long-term" memory
between individual query sessions, meaning they do not learn in real time. However, during a
single session (within a single conversation or a series of related requests), the model may retain
the context of previous prompts. This allows the LLM to take previously provided information
into account, providing some coherence in responses. If the prompts are formulated sequentially,
the model can build connections based on the concepts already provided.

Model training. Although in most scenarios LLMs do not learn on the fly from the provided
data, the internal response generation mechanisms are still based on huge amounts of pre-trained
information. This means that the connections between concepts are not random: they are built on
previously learned patterns. Thus, each prompt run by an “expert” is based on an already agreed
upon knowledge base, which contributes to the consistency of results.

These two aspects—the formulation of prompts by humans and the maintenance of internal
coherence of the model—ensure the coordinated functioning of the “swarm of virtual experts.”
Human factors direct and aggregate efforts, and LLM, although operating independently in each
run, generates responses based on a common pre-trained context.

Methodology

In order to increase the variety and accuracy of the extracted connections, several techniques
have been proposed:

1. Extracting entities and relationships using LLM. The basis of the method is the
consistent extraction of concepts and relationships between them from the text. This
involves using the same prompt, which is reformulated and run multiple times to
minimize the impact of repeated responses. Repeated execution of the prompt helps to
“reboot” the system, which increases the likelihood of finding more relevant
connections. Frequently rebooting the system allows you to generate more varied



results, avoiding repetition and increasing the likelihood of extracting unique and
relevant relationships.

2. Using roles. To diversify responses and minimize errors, a role changing technique was
added. Each query to an LLM is formulated with a role in mind, such as that of an
expert in a particular field, which facilitates the extraction of new, contextually relevant
connections.

3. Application of various LLM models. The variety of models allows you to reduce the
influence of the features of a particular model on the result and increase the reliability of
the extracted data. Each model generates its own unique entities and relationships,
which increases the completeness of the resulting semantic networks.

4. Aggregation of results. After collecting data from different models and in different
roles, it is aggregated. Links are assigned weights corresponding to the frequency of
their occurrence in different networks. Low frequency associations can be eliminated to
eliminate spurious or insignificant data.

5. Human verification. At the final stage, it is proposed to include a human expert to verify
the networks. This step is necessary to minimize errors made by LLM, especially in
cases where important relationships are omitted and non-existent ones are added.

An important part of the "swarm of virtual experts" methodology is the definition of roles from
the point of view of which entities and relationships are extracted. These roles can be chosen not
only by the individual but also by the LLM themselves. For example, if you are studying the area
of cyberattacks such as phishing or social engineering, you can set a separate prompt for LLM
asking for a list of roles from which the analysis will be performed. In response, the LLM may
offer roles such as: “security engineer”, “system administrator”, “company director”,
“accountant” and others. Each role assumes a specific view of the problem, thanks to which it is
possible to highlight different aspects of the entities and relationships being studied. This allows
us to create a more complete and multifaceted semantic network. Repeated use of such roles
helps to minimize possible cognitive biases that could arise when working with one model or one
expert.

One of the key issues is determining the optimal number of virtual expert roles. An excessive
number of roles can lead to a decrease in network quality due to information noise, while a lack
of roles will not allow identifying all possible connections. For this purpose, the approach of
statistical analysis of the increase in new connections can be used. In the proposed “virtual
expert swarm” model, estimating the number of roles and their human confirmation are
important elements to improve the accuracy and reliability of semantic networks generated by
LLM. Let's consider these two aspects:

Estimation of the number of virtual expert roles:

Expert roles in the model serve to increase the diversity of responses. Each role provides a
different context, or perspective, from which the LLM can view concepts and their relationships.
This helps minimize the impact of potential errors or omissions that may occur with requests
from one role.

It is important to find the optimal number of roles. Too many roles can generate redundant,
irrelevant connections, while too few roles will not produce enough diversity in responses. The
optimum can be sought through statistical analysis: after several iterations of prompts with
different roles, one can observe at what number of roles the most stable and relevant network of
connections appears.

The role counting method may be based on the concept of convergence. If, when adding a new

role, the frequency of appearance of new concepts and relationships begins to decrease, this may

signal that most of the relevant concepts have already been taken into account, and further
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addition of roles is ineffective. This can be formalized by observing the increase in new concepts
with each additional role and establishing a threshold at which the addition of new roles becomes
statistically insignificant.

Human confirmation of results:

The human role in the model is the final test of the aggregated semantic network. After the LLM
processes many prompts from different roles, a human expert performs verification by analyzing
the relationships between concepts, their weight and relevance.

A human expert helps eliminate:

« Hallucinations LLM (non-existent connections);

» Unimportant or insignificant connections (erroneous conclusions based on irrelevant
data);

» Omissions of important connections that the model may have missed.

For the convenience of validating results, interactive interfaces can be introduced that will allow
a person to observe the weights of connections (obtained based on the frequency of their
identification by virtual experts) and adjust them if necessary.

Thus, the system gains an additional degree of reliability through the inclusion of a human expert
who confirms or corrects the results provided by virtual experts.

Mathematical formalization

Let's denote:

. — a set of entities extracted from the text;

R:{r

v } — a set of connections between entities, where Y denotes a relationship
.. S. S .
between entities ~i and 7 ;

o P —asetof prompts for extracting connections;

M ={M,M,,..M,| _
— a set of different LLM models;

v : : : . S, .
o ( v ) — the weight of the relationship between entities Si and "/, which depends on
the frequency of repetition of this connection.
For each prompt peP and each model M, eM :
Sl Rl

o Extracting multiple entities # and many connections 7 .

Wir,)=Wl(r.)+1 e R!
o Link weight is updated: ( v ) ( v ) I i P,



Introduction of a threshold @ . Connection ¥ is included in the final network if its weight

W(r >0

i ) ~, Where 0 is defined as a statistical threshold based on the number of runs of
virtual experts and the frequency of connections.

To determine the optimal threshold 0 1tis suggested to use the following methods:

o Let f( 7/ — frequency of occurrence of communication 7 in the results of different
prompts and models.

e Let TTT be the total number of calls (prompts and models).

P(f)

e Let's determine the frequency distribution of connections , which shows the

probability of connections occurring with different frequencies.

In order to choose the optimal threshold 0 , you can use a significance criterion based on the
number of starts and the dispersion of link frequencies:

O=uf+ao,
Where:

o« H f average value of the frequency of occurrence of connections;

O . ..
. /' — standard deviation of frequency;

o O _ ignificance coefficient (for example, & = 1.5t0 weed out less significant
connections).

This threshold allows you to filter out connections that are random and do not have significant
weight.

The number of virtual expert calls N directly affects the reliability of the network construction.

To estimate the optimal number of launches, you can use the method of stabilizing
communication frequencies. Let:

e N __ Numberof starts;

f(r

o ) — communication frequency Y after N launches.

o ()
If when increasing N increase in the number of new connections 7/ becomes

N Af (1) <e L
insignificant (for example, v , Where € - small number), this indicates the

achievement of stability. Thus, the optimal N can be determined based on an analysis of the
growth of connections:



, o1
N =min{N :lTZAf(rij)<g

| r,€R

This criterion allows you to choose N , in which the model stabilizes and new experts do not
add significant connections.

Here is a formalization for estimating the number of roles and confirmation:

1. Let R — the number of roles from which data is requested from the LLM. For every

role £ , we get a lot of concepts ¢ and many connections between them Si .

R
. = . . . w\ S
2. Aggregated set of connections: §=ULS, assigning a weight to each link ( ) ,
which is equal to the frequency of occurrence of a connection among roles:

w(s)=( w)/ R

number of roles involved § meets

3. Enter a threshold value 7, which determines which connections are considered

significant. For example, if a relationship occurs in less than T share of roles, it is
discarded:

S*:{SES|W(S)ZT}.

To estimate the required number of roles R* you can observe the growth of new
connections with the addition of new roles. If the increase in the number of new
AS.
—+ =0
concepts and connections becomes negligible (for example, AR ), you can stop
the increase in the number of roles.

*
4. After building the network S , @ human expert carries out the final verification,

confirming or rejecting the proposed connections, which ensures the final adjustment of
the network.

To determine the optimal threshold for the frequency of connections 7, you can use the
following method:

e A series of experiments are carried out with different values 7, starting from minimum
values (taking into account all connections) to increased thresholds.

e The connection with weight 1 may be the most frequent when the number of experts is
small. To prevent this in a sample of experiments with different numbers of roles and

different T An analysis is carried out that allows us to estimate at what threshold value
the increase in new connections becomes negligible.

e This value will be considered optimal.
Let's take an example from the field of cybersecurity. Let's say we need to build a
cause-and-effect network corresponding to the concept of “phishing attack”. To do this, we will
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first build such a network without using a “swarm of virtual experts”, and then apply the
proposed concept, based on the role-based approach and repeated setting of prompts.

In both cases, we will use hierarchical clarification of concepts, leading to a phishing attack. As a
basic request, consider the prompt:

List the main reasons (indicated by short keywords) that lead to a phishing attack. Present the
results as a list in the format "reason; phishing attack", for example, "human error; phishing
attack"

LLM system response:

Human error; phishing attack

Weak passwords; phishing attack

Lack of awareness; phishing attack
Unprotected email systems; phishing attack
No multi-factor authentication; phishing attack
Outdated software; phishing attack

Social engineering; phishing attack

Poor security policies; phishing attack
Suspicious links; phishing attack
Insufficient spam filters; phishing attack

At the second level, similar prompts are formed, but for concepts already obtained using LLM,
for example:

Identify the main reasons (indicated by short keywords) that lead to Human Errors leading to
a phishing attack. Present the results as a list in the format "reason; Human error"

The table shows nodes with the highest network degree, obtained by simple hierarchical query
input

To implement a small swarm of virtual experts, first, using LLM, we define the main roles of
experts, for which we enter the prompt:

Specify the roles of experts involved in analyzing a phishing attack, such as "organization
manager" or "system administrator”

We get the following set of roles:

Organization Manager
System Administrator
Security Analyst

Incident Response Team Member
Network Administrator

IT Support Specialist
Forensic Analyst
Compliance Officer

User Awareness Trainer
Legal Advisor

Threat Intelligence Analyst




e Data Protection Officer
e Software Developer
e Chief Information Security Ofticer (CISO)
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Figure 1 — Network obtained by simple hierarchical query input
From this, using an expert solution, we leave only three roles:

e System Administrator
e Security Analyst
e Incident Response Team Member

On behalf of these roles, enter each of the above requests twice.

Example request:

List the main reasons (indicated by short keywords) that lead to a Phishing Attack from the
perspective of a System Administrator. Present the results as a list in the format 'reason;
Phishing Attack', for example, 'human error; phishing attack'

In the process of aggregating results, we do not consider connections whose frequency in
answers is less than 2. In addition, we involve a human expert in obtaining the final result. In
Fig. Figure 2 shows a network obtained using a swarm of virtual experts




Figure 2 — Network obtained using a swarm of virtual experts

Comparing networks obtained without the participation of a swarm of virtual experts and without
its participation using ChatGPT. We will also perform this assessment with the involvement of
real and virtual experts. To attract a virtual expert, we will write a prompt that we will set to
another LLM - DeepSeek:

I am interested in the questions of statistical reliability and robustness of the networks. Which
one is more reliable and robust for decision-making?

Next, a set of network connections is introduced, obtained by simple hierarchical input of queries
(Network 1) and a network obtained using virtual expert swarm technology (Network 2).

After analyzing the structure and content of networks, LLM — DeepSeek gives the answer:

Conclusion:

Network 2 appears to be more reliable and robust for decision-making as it is more focused on
specific aspects such as email security and multi-factor authentication. This reduces the risk of
redundancy and repetition in links, increasing the statistical reliability and robustness of the data.

If you need a more detailed and focused network, Network 2 will be the better choice.

We reach a conclusion that, after reviewing the data, a human expert can agree with.

Conclusions
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The proposed "swarm of virtual experts" method demonstrates a new approach to building
semantic networks using LLM, which combines multiple queries, roles, different models and
aggregation of results, partially solving the problems of hallucinations and redundant
connections through aggregation of results. The introduction of a statistical threshold and
estimation of the required number of runs of virtual experts increases the accuracy and reliability
of the network. Multiple queries with different roles increase the likelihood of finding relevant
concepts and their relationships. The importance of the role concept is also reflected in the
ability to improve the accuracy and diversity of the network. Statistical analysis of the increase
in new connections helps determine the optimal number of roles, which reduces the likelihood of
information noise. It is important to note that the consistency of the swarm’s actions is achieved
not only through multiple launches of prompts but also through human participation, as well as
internal LLM mechanisms that maintain the context of requests within a single session.

However, the key role is played by a human expert who performs the final verification of the
aggregated data. The quality of the method is assessed through the involvement of a human
expert who acts as a validator of the solutions proposed by the system. This allows you to
maintain a balance between an automated and human approach, where the LLM does the main
work of creating the network, and a human expert confirms its correctness and helps with
optimization. Determining the optimal number of roles and thresholds for connections remains
an important direction for future research.

The proposed approach bridges the gap between automated Al-based analysis and human
expertise, providing a robust solution for processing complex cybersecurity data. Future research
could include expanding the range of roles used in the virtual expert generation, testing the
approach on different cybersecurity reporting datasets, and improving the human validation
process by integrating active learning methods.

Further research can be aimed at optimizing the method and developing more accurate criteria
for aggregation and automation of verification procedures using LLM. Based on the presented
results, this method can be useful for building semantic networks in problems of information
retrieval, big data analysis and creating cognitive models. The proposed approach can be applied
to problems of big data processing, knowledge analytics and the construction of expert systems.
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