Correlation network of concepts determined by the dynamics of publications

Dmytro Lande
Institute for information recording
National academy of science of Ukraine
Kyiv, Ukraine
https://orcid.org/0000-0003-3945-1178

Leonard Strashnoy
Institute Infectious disease department
University of California Los Angeles
Los Angeles, USA
lstrashnoy@gmail.com

Iryna Balagura
Institute for information recording
National academy of science of Ukraine
Kyiv, Ukraine
https://orcid.org/0000-0001-9627-2091

Abstract— A technique for forming, clustering and visualizing so-called correlation networks is herein proposed. The links between nodes of such networks correspond to the values of cross-correlations between vectors - sets of parameters corresponding to these nodes modified in a certain way. To build network structures for each node (topic), vectors are formed - arrays of numbers corresponding to a certain time series. As an example, the article considers a time series generated by the Google Books Ngram Viewer service. This approach, unlike the existing one, has advantages such as intuitive and realistic rules, the definition of the weight of nodes and links, a reliable mathematical basis for correlation analysis, an accounting of previously unused parameters of time series of publications corresponding to entities, allowing one to the group said entities according to their trends in time, and objectivity and relative simplicity. This technique can be based on data obtained, for example, from content monitoring systems, and can be used in analytical systems for various purposes in order to generalize a set of variables without explicit links between them.
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I. INTRODUCTION

Network analysis is a tool that is widely used in scientometrics to detect scientific communication, the structure of documents, topic relations, and others [1, 2]. One of the most actual tasks of scientometrics is to identify trends in science. The task has significant value for science policy [3]. The most modern method for topic trend detection uses cumulative quantitative analysis of publications, authors, and citations, co-word networks [4-6]. But the big number of papers could reflect as growing of interest to the topic as the period of fading interest. The small amount of papers in the topic sometimes shows their uniqueness. The task of searching scientific trends is still opened because there is no exact methods and tools [7, 8]. Every research topic has own lifecycle. By comparing different topics we could predict future movements of trends and detect hot topics [9, 10]. The presence of one topic in different journals, countries, institutions makes it possible to identify opportunities and priorities for each unit, the strategy of working with data from scientometric analysis [11, 12, 13].

We propose to compare scientific topics using publication activity tendencies. The idea is to cluster topics with similar movements. In the paper we propose method which help to classify topics using. The method could be used in scientometrics and other field for clustering groups of objects.

Modern information technologies can’t not be imagined without methods and tools for processing network structures, but the structural features are not always clearly expressed. There is always a question of how to build a network in order to apply a wide range of methods and tools for processing it, to obtain and interpret the results if the researcher has only certain entities -- nodes -- at his disposal, but the connections between them are not clearly defined. If a single entity can be represented as a homogeneous multidimensional vector of parameters, it is possible to establish similarity relationships, and apply classification or cluster analysis methods to identify groups of similar documents.

In this paper, a method is proposed that puts the dynamics vector corresponding to the distribution of documents by dates (years) in accordance with the essence (a concept from the subject area). More specifically, each year is assigned a number-the number of times an entity appears in publications covered by the Google Books system. The dimension of this vector corresponds to the number of years and the length of the time interval during which the array of publications was analyzed.

The purpose of this paper is to present a methodology for forming, clustering, and ranking nodes and visualizing so-called directed correlation networks, graph structures, and relationships between nodes (concepts, entities) that correspond to the values of correlations between sets of parameters corresponding to these entities.

At the same time, it should be noted that correlation does not directly mean the presence of causal relationships, so correlation networks cannot be considered as causal, semantic maps. At the same time, correlation, along with other criteria, can be considered as the basis for probabilistic estimates of similarity. In other words, correlation networks can be considered as the basis for applying fuzzy semantic network technologies, for example, for further scenario analysis.

II. METHOD

We use number of publications for each year and form vectors. After constructing of vectors corresponding to individual entities, a correlation network is formed, which can be considered as a way to store and visualize entities that are objectively related to each other [14]. Indeed, it is
possible to form vectors of dynamics for various entities, the relationship between which is not always explicit.

Figure 1 shows a fragment of the interface for obtaining dynamics corresponding to the topic "Artificial Intelligence".

Below, a method is proposed for constructing a network of interconnections of entities (concepts), consisting of the following stages [15, 16]. A request to the Google Books Ngram Viewer service is generated for each entity. The analysis period is also defined - the dimension of the corresponding dynamics vectors.

As a result of performing queries, a set of dynamics vectors corresponding to the given concept is determined, similar to those shown in Fig. 1.

![Fragment of the interface for obtaining dynamics](image)

Fig. 1-a Fragment of the interface of the Google Books Ngram Viewer server, where the vector of dynamics of the emergence of the concept of Artificial Intelligence is represented as a graph.

The set of maximal cross-correlations between the obtained vectors is calculated, and the corresponding correlation matrix with elements is formed:

\[
\alpha_{ij} = \max_{m} \frac{\sum_{k=m+1}^{n} w_{ik} w_{jj}}{\sqrt{\sum_{k=m+1}^{n} (w_{ik})^2} \sqrt{\sum_{k=m+1}^{n} (w_{jj})^2}}.
\]  

(1)

Here each entity \( s_k \) from the multitudes \( S = \{s_k\}_{k=1}^{[S]} \) a vector of parameter values is assigned to each entity in the set \( \overline{w} = (w_1, w_2, ..., w_n) \), where \( n \) is the number of elements in the set of parameters.

The max function is used for the reasons that processes are similar in nature and may have similar dynamic behavior, but it is possible with a time shift.

- The adjacency matrix is formed in accordance with formula (1) and stored in a CSV file. Due to the fact that the adjacency table contains links between all nodes, according to [14], links whose value is less than some selected threshold are ignored. The choice of this threshold completely depends on the experience of analysts. In the information technology described, a correlation matrix is formed and transmitted for processing and visualization to the network structure analysis system Gephi (https://gephi.org/ [17]). Gephi is a fast and simple program for visualization and analysis of network structures, provides the fast layout, efficient data research, as well as visualization of large-scale networks. At the same time, the CSV adjacency matrix for the Gephi system has some features that need to be taken into account (zeros on the diagonal, the location of the characters ";" and others).

- The values of this matrix are sent in CSV format to the Gephi system. This system has a number of modes, among which the "Data Lab" mode is used for monitoring network characteristics. In this mode, in addition to the usual degrees of matrix nodes, you can calculate their values by PageRank, Hits, modularity, and so on. In addition, there are options for ranking matrix nodes (entities) by these parameters.

- Object group modularity classes are defined and the loaded network structure is then clusterized [14], [16]. Modularity is calculated as the difference between the fraction of edges within a cluster in the network under consideration and the expected fraction of edges within a cluster in a network where vertices have the same degree as in the original one, but the edges are randomly distributed. The modularity of the network can be expressed by the formula:

\[
Q = \frac{1}{2m} \sum_{i,j} \left[ a_{ij} - \frac{k_i k_j}{2m} \right] \delta(c_i, c_j),
\]  

(2)

where \( a_{ij} \) is the element of the adjacency matrix \( A \), \( m \) is the number of edges in the graph, \( k_i, k_j \) are the steps of the corresponding nodes, and \( \delta \) is the Kronecker Delta function (shows whether the nodes are located \( i \) and \( j \) in the same modularity class).

- Network visualization is performed in the Gephi system.

- At the last stage, an expert interpretation of the results is performed.

III. IMPROVING THE METHOD

It is proposed to take into account two points when constructing a correlation network, namely: 1) which process started first; 2) absolute values of the time series for mutual correlation, i.e. the value of the directed connection between nodes A and B, is determined in proportion to the sum of the values of the numerical series corresponding to node A. Let each element \( s_k \) from the set of objects \( S = \{s_k\}_{k=1}^{[S]} \) be matched with a vector of parameter values \( \overline{w} = (w_1, w_2, ..., w_n) \), where \( n \) is the number of elements in this set.

To implement point 1 b, the formula for determining the relationship between objects \( i \) and \( j \) (18) will take the form:
where $K$ is the width of the window of possible time offsets.

The $\max$ function is used for the following reasons: processes that are similar in nature may have similar dynamic behavior, but it is possible with a time shift. In contrast to the method described above, accounting $m$ is performed not according to the range of values $[-K, K]$, but in an interval $[1, K]$.

To implement the second point, each of the matrix elements $a_{ij}$ is multiplied by the value of the sum of the values of the corresponding vector $v_i = C \sum_{k} w^i_k$, where $C$ is the normalizing constant. When further using the Gephi visualization tools, the network was defined as non-directional, the node sizes corresponded to the node degrees of the weighted directional network, clustering, if necessary, is calculated using the OpenOrd or Fruchterman Reingold algorithms, and the node modularity is calculated with Resolution = 0.5 (as an extended network, the node size is a weighted power).

IV. EXAMPLES

As a demonstration example, let’s consider three entities (Node1, Node2, Node3), each of which corresponds to a time series:

Node1: (0, 1, 2, 3, 4, 5, 4, 3, 2, 1, 0, 0, 0)
Node2: (0, 0, 0, 0, 1, 2, 3, 4, 3, 2, 1, 0, 0)
Node3: (0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 2, 1, 0)

The processes corresponding to these three nodes are shown in Figure 2.

Fig. 2. Processes that match the test example

Visualization of a table corresponding to the correlation matrix calculated using the above algorithm:

<table>
<thead>
<tr>
<th></th>
<th>Node1</th>
<th>Node2</th>
<th>Node3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node1</td>
<td>0.000</td>
<td>0.818</td>
<td>0.623</td>
</tr>
<tr>
<td>Node2</td>
<td>0.818</td>
<td>0.000</td>
<td>0.766</td>
</tr>
<tr>
<td>Node3</td>
<td>0.623</td>
<td>0.766</td>
<td>0.000</td>
</tr>
</tbody>
</table>

It has the form shown in Fig. 3.

Fig. 3. The correlation network of the example calculated by the algorithm from [15]

In this matrix, node 2 is represented by the largest circle, although it is obvious that the process corresponding to node 1 started earlier and has a larger amplitude.

To correct this discrepancy, the presented improved algorithm allows one to obtain the following matrix of node relationships, the visualization of which is shown in Figure 4:

<table>
<thead>
<tr>
<th></th>
<th>Node1</th>
<th>Node2</th>
<th>Node3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node1</td>
<td>0.000</td>
<td>1.022</td>
<td>0.779</td>
</tr>
<tr>
<td>Node2</td>
<td>0.611</td>
<td>0.000</td>
<td>0.613</td>
</tr>
<tr>
<td>Node3</td>
<td>0.002</td>
<td>0.050</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Fig. 4. Directed weighted correlation network of the example calculated using an improved algorithm

V. CONCEPT NETWORK BASED ON GOOGLE BOOKS NGRAM VIEWER

To build a network of concepts related to modern trends in Computer Science, data obtained by accessing the Google Books Ngram Viewer service was considered as an information source. As an example, we consider 20 concepts:...
listed in Table 1. It also defines the period of analysis (1995-2019 years).

**TABLE 1. ENTITIES-REQUESTS TO THE GOOGLE BOOKS NGRAM VIEWER SERVICE**

<table>
<thead>
<tr>
<th>N</th>
<th>Entities</th>
<th>Entity</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Big data</td>
<td>BDT</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Complex networks</td>
<td>CNT</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Machine learning</td>
<td>MNL</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Deep learning</td>
<td>DPL</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Neural networks</td>
<td>NNT</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Data mining</td>
<td>DTM</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Semantic web</td>
<td>SWB</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Pattern Recognition</td>
<td>PTR</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Complex systems</td>
<td>CST</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Artificial intelligence</td>
<td>ARI</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Smart grids</td>
<td>SMG</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Social computing</td>
<td>SCC</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Natural language processing</td>
<td>NLP</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Informetrics</td>
<td>INM</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Social network analysis</td>
<td>SNA</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Information retrieval</td>
<td>INR</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Information extraction</td>
<td>INE</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Computer vision</td>
<td>CMV</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Digital libraries</td>
<td>DLB</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Recommender Systems</td>
<td>RSS</td>
<td></td>
</tr>
</tbody>
</table>

Based on the Google Books Ngram Viewer service, dynamic vectors corresponding to specified concepts are defined, represented in JSON format in the source code of the output form, for example on **fig.5:**

```json
ngram.data = ["["timeyears": [9.795316785025073e-09, 0.988875401581e-09, 1.27656012820900e-08, 1.3064050144e-08, 0.09774144023140e-09, 1.297710263250e-09, 1.07713187870200e-09, 0.140065240470e-08, 6.98239582970200e-09, 1.17763480281700e-09, 7.60386536205750e-09, 6.10293478293050e-09, 0.390512270553e-09, 6.40795346535050e-09, 7.65280009878750e-09, 6.70900371452600e-09, 1.37556546537712e-09, 4.66637330005200e-09, 0.330297411532e-09, 8.4512286281450e-09, 1.32261902177050e-08, 1.80735020437050e-08, 0.92164470580350e-08, 1.27797791278996e-08, 1.08217260279824e-08, 1.00551774280750e-08], "parent": ",", "ngram": "Informetrics", "type": "BDT"}, ["timeyears": [9.6612110047050e-08, 4.48053731394650e-08, 4.4168151054250e-08, 6.4343256301740e-08, 3.42438465007350e-08, 3.1025046237250e-08, 2.8464540459650e-08, 0.16350911760050e-08, 3.7476487059680e-09, 1.39241321250e-08, 1.27052098750e-08, 0.30969023250e-08, 0.23905944327080e-08, 0.84904795732750e-08, 0.42104469458450e-08, 0.35315550724840e-08, 0.344603837308280e-08, 0.172680009463050e-08, 0.366190260467080e-08, 0.267476031838380e-08, 0.316847386604150e-08, 0.55085115745700e-09, 0.418767115506450e-08, 0.49891817521050e-08], "parent": ",", "ngram": "Computer vision", "type": "BDT"}, ["timeyears": [2.17373738006050e-08, 2.39407708078330e-08, 2.247567650032080e-08, 2.1740060103040e-08, 1.60476074820750e-08, 0.19774144023140e-09, 0.42872509240750e-08, 0.12476734391020e-08, 0.21564374531020e-08, 0.814797289079960e-09, 1.34529006471050e-09, 0.16634770456700e-09, 1.831573338372960e-09, 2.03905120431950e-09, 1.84020312217450e-09, 2.847884005351190e-09, 1.83764087840950e-09, 0.68080000111190e-09, 0.21615153626270e-09], "parent": ",", "ngram": "Natural language processing", "type": "NLP")];
```

**Fig. 5. Vectors in JSON format**

As a result of the analysis of 20 concepts of existence, a corresponding weighted correlation matrix was obtained, a network was formed and its clustering was carried out (**Fig. 5**).

**Figure 7-9 shows typical dynamics corresponding to the concepts included in the various clusters shown in Figure 6.**

**Fig. 6. Network of entities (concepts) in the Gephi system environment**

**Fig. 7. Entity dynamics (Big data cluster, Machine learning, Deep learning)**

**Fig. 8. Entity dynamics (cluster Artificial intelligence, Neural networks, Information retrieval)**
Examples of entities of other types that you can use the developed method for:
1. Political leaders are characterized by their attitude to various spheres of public life.
2. Consumers of products - here are options sellers, the sources of products [14].
3. Mass media as content entities, in this case, the parameters can be words in the headings of articles that are printed in these publications.

VI. CONCLUSIONS

The article proposes the concept of a correlation network determined by the dynamics of its appearance in publications and describes the methodology for its formation, clustering and visualization. The presented approach, in contrast to the existing ones, has the following advantages:

- intuitive, close-to-reality rules for determining the weight of nodes and links;
- the reliable mathematical basis for correlation analysis;
- accounting for previously unused parameters, time series of publication dynamics that correspond to specific features (topics) and allows you to group entities by their development trends over time;
- objectivity – the dataset is responsible for the "purity" of data;
- the relative ease of implementation (ready-made software systems such as Gephi, the R language, etc. can be used).

The method is demonstrated using data obtained from the Google Books Ngram Viewer system. At the same time, it can be used on other data, for example, obtained from a content monitoring system [15], used in analytical systems for various purposes (for example, medical [16, 18]) in order to generalize a set of variables without explicit links between them.
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