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Abstract. This paper considers the use of modern intelligent technologies in information retrieval systems. A
general scheme for the implementation of Internet search engines is presented. The existing and prospective approaches
to the intellectualization of individual components of this scheme are presented. An approach to the creation of a system
of intelligent agents for information collection is presented. These agents are combined into teams and exchange the
results of their work with each other. They form a reliable basis for the information base of search engines, ensure
uninterrupted operation of the system in case of failure of individual agents. Methods for the formation of semantic
networks corresponding to the texts of individual documents are also considered. These networks are considered as search
patterns of documents for information retrieval and detection of duplicates or similar documents. Machine learning
methods are used to conduct sentiment analysis. The paper describes an approach that made it possible to make the
transition from the use of a naive Bayesian model to a modern machine learning system. The issues of cluster analysis
and visualization of search results are also considered.

Keywords: information retrieval, intelligent technologies, information collection agents, sentiment analysis,
clustering, natural language processing.
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AHoTanis. Y 1iii poOOTi pO3IISHYTO 3aCTOCYBaHHS CYYacCHHX IHTEJCKTyaJbHHUX TEXHOJOTIH B CHCTEMax
iHpopMariiiHoro nomyky. [IpencrasieHa 3arainbpHa cxeMa peajizanii MONIyKOBUX CUCTEM B [HTepHETI 1 HaBeieH] icHyo4i
1 MEpCHEeKTHBHI MIIXOAU JO IHTENCKTyami3alii OKpeMUX KOMIIOHEHTIB i€l cxemu. HamaHo migXijy A0 CTBOpEHHS
CHCTEMH IHTEJIEKTyaJbHUX areHTiB 300py iH(popMaIlil, sIKi TyPTYIOTECS B POl Ta 0OMIHIOIOTHCS MiXK COOOFO pe3yIbTaTaMu
pobotu, GopMyIOTh HaJiiiHYy OCHOBY iH(OpMAIHOT 0a3H MOIIYKOBHX CHCTEM, 3a0e3MeuyroTh Oe3mnepebiiiHy poboTy
CHCTEMH TIPH BUXOJI 3 JIaAy OKPEMHX areHTiB. TakoX po3risiHyTO MeToau (OPMYBAaHHS CEMaHTHYHUX MEPEXK, IO
BIZINOBIIAIOTH TEKCTAM OKPEMUX JOKYMEHTIB. L{i Mepesxi cepest HIIOT0o po3IiIsIatoTHC SIK OITYKOBI 00pa3y JOKYMEHTIB
JUIsl 3A1ACHEHHs IHPOPMAIiHHOTO MOIIYKY i BHSABJICHHS MyOiikaTiB abo mogiOHMX JOKYMEHTIB. MeToau MallMHHOTO
HaBYaHHS 3aCTOCOBYIOTHCS [UISi BHUSBICHHS TOHAJIBHOCTI TEKCTOBHX IIOBIIOMIJIEHb, CEHTUMEHT-aHalizy. Y poOoTi
OINMCAHO MiAXiJ, SIKMH JO3BOJMB 3IIMCHUTH Mepexia BiJ 3acTOCyBaHHA HaiBHOI 0aileCOBCHKOI MOZENI O Cy4acHOl
CHUCTEeMU MAIIMHHOTO HaBYaHHS. TakoX pO3MIIAAAIOThCS NMUTAHHS KJIACTEPHOrO aHaji3y 1 Bidyamizalii pe3ysbTaTiB
TIOLIYKY.

KarouoBi cioBa: iHpopMamiiiHuii NOMIYK, IHTEJIEKTyalbHI TEXHOJOTIi, areHTH 300py iH(opMallii, CCHTUMEHT-
aHaJi3, KJacTepu3allisi, IpOrHO3yBaHHs, 00pOOKa NPUPOTHOT MOBH.

Introduction following functions, which currently require
Methods and means of artificial the use of intelligent technologies:
intelligence, in particular, pattern recognition, 1) databases formation by connecting to
machine learning, are increasingly used in all the Internet and collecting according to
areas of information technology. At the certain criteria and accounts of
beginning of this century, it was difficult to information provided in the national
imagine how widely these methods will be coding of certain information resources;
implemented in  information  retrieval 2) setting up a system of agents - automatic
technologies and systems. It was impossible to scanning modules from websites and
imagine that these methods can be used in the social networks;
library or scientific and technical information 3) maintaining retrospective databases;
search practice [1], for example. But the creation, indexing of messages in these
revolution on the Internet, the emergence of databases;
Complex Networks concepts [2, 3], Big Data, 4) implementation of full-text search using
Text Mining [4], the transition from text search queries in different languages;
to search for multimedia content have shown 5) initial analysis of text messages stored
that modern search is impossible without in system databases;
intelligent technologies. 6) identification of keywords by statistical
Practically, all technological components algorithms in information text provided
of modern information retrieval systems in different languages recognition of
currently contain elements of Atrtificial concepts called entities sentiment
Intelligence, Machine Learning, Pattern analysis - determining the emotional
Recognition. This paper will consider tone of information messages;
components such as the information collection 7) building of semantic networks,
agents’ system, syntactic and morphological information images;
processing means of natural language, semantic 8) detection of duplicates similar in
networks formation, sentiment analysis, content to information messages;
duplicates or similar documents detection, 9) formation of analytical reports, digests,
clustering of search results. These intelligent and story chains;
technologies have been implemented, in 10)data analysis and visualization;
particular, in projects such as the system visualization of statistical data: by
"CyberAggregator" [5], Robusta [6], "X-SCIF" certain sources, number of downloaded
[7] and others. messages for the selected period etc.
Application of nonlinear dynamics
1.General scheme of information methods for research of thematic
retrieval on the Internet information flows (correlation, wavelet,
A modern information retrieval system fractal analysis etc.);

should ensure the implementation of the
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11) forecasting events based on the analysis
of the dynamics of publications;

12) providing access of many users and
software applications to the functional
components of the system.

2.Intelligent information collection
agents

To enable a simultaneous process of
obtaining information from the Internet without
the use of third-party services and to control and
manage such a system from a single location,
the teams (swarms) of intelligent agents are
implemented to download data. In doing so,
individual agents exchange information with
each other, as a result of which they ensure the
integrity of the obtained data and distribute the
load both on the information collection systems
and on the web resources of the information
source.

Even when a relatively small modern
information retrieval system, the basis for such
interaction should be at least 3 servers, which
should be located in different data centres and
be at great distances from each other, that is
cover relatively loosely connected fragments of
the Internet (eg, American, Chinese, Russian
etc.).

The most common HTTPS protocol can
be used to manage and interact between agents.
It allows quickly optimize commands for
network agents and has the appropriate level of
security. As the basis, DBMS NoSQL which
can withstand heavy loads, is unpretentious to
resources and so on, can be taken to automate
and ensure the intelligent process of network
agents. This DBMS also allows be easy
implemented in the most popular operating
systems. At the moment, NoSQL technologies
are replacing long-known relational databases.
Unlike relational databases, NoSQL databases
offer document-oriented data models. So many
of these databases run faster, have better
scalability, and are easier to use.

Proposed in [8] the agent commands V are
a cluster of high availability. When one agent
fails in this cluster, its function is taken over by
another available agent (fig. 1).

These agent teams are based on the
RESTful service architecture, which allows
effectively configure and control their work.
Also, their interaction is based on system
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messages such as Heartbeat, which allow
effectively investigate the life cycle of agents
and in case of any of them failure to quickly
identify the problem without losing the data that
it has received.

Fig. 1 Scheme of distributed information retrieval
based on 3 servers

MongoDB DBMS is used to coordinate
the work of the agent system [9]. MongoDB is
one of the NoSQL-DBMS, which implements a
new approach to databases building.
MongoDB has no tables, schemas, SQL
queries, foreign keys and many other things that
are inherent in object-relational databases.
MongoDB is a document-oriented database
management system. The main reason for the
relational model refusal is the simplification of
horizontal scaling and high performance. These
advantages determine the possibility of its
application for multi-agent systems.

Also, the intelligent control system for
network agents works on the following
principle: if one of the agents fails, the other is
automatically turned on, and in doing so, it is
notified of the agent failure. Thus, the
information obtaining process from social
networks continues to work without stopping
due to the intelligent control system of both
individual agents and entire swarms. In case the
information is changed for a country, the agents
while interacting with each other will reflect
these changes and keep all copies of received
data.
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In this case, the general logic of the agent
Cluster is created at the level of software
protocols and allows:

1.To manage all network agents with one
intelligent module.

2.To add and improve software and
hardware resources without system downtime
and large-scale architectural transformations.

3.To ensure uninterrupted operation of
the system in case of failure of one or two
agents.

4.To synchronize data between agents.

5.To distribute requests to agents
effectively.

In fact, the main task of the agent cluster
is to eliminate downtime, to collect information
that is not available from certain segments of
the network. It ensures a completeness and
integrity of the information, reporting on the
work of individual agents, in particular,
determining how much agents collects
themselves and how much they takes from
other agents. Such an information system can
work for a long time without human
intervention, only taking into account its
information needs, which are entered into a
distributed database through a special software
interface.

3.Semantic networks for finding and
determining the similarity of texts

To determine the degree of similarity of
text documents, semantic networks are used.
Semantic networks are weighted networks of
terms, where the nodes are single words or
phrases co-worded from the text, and the edges
are semantic-syntactic connections between
these formed terms.

An example of a semantic network is a
directed weighted network of terms, which
represents a huge array of text data and which
is convenient for computer processing.
Directed Weighted Network of Terms (DWNT)
is a semantic model for representing text data,
where the nodes of such a network are key
terms (words and phrases) of the text, which are
used as names for concepts in a particular
subject area, and edges - semantic-syntactic
connections between these terms. Comparison
of DWNT obtained for different texts allows to
determine the semantic similarity of the
respective texts.
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The building of networks of terms is
carried out in several stages [10], including pre-
processing of text data, separation of key terms,
application of the horizontal visibility graph
algorithm to establish undirected links between
terms, as well as further establishment of link
directions and their weight values.

For the pre-processing of text data, some
of the most common techniques are used,
including  automatic  segmentation  into
individual ~ sentences and  subsequent
tokenization of the text — segmentation of the
input text into elementary units (tokens,
tokens).  Within each sentence  after
tokenization, part-of-speech tagging (PoS
tagging) is marked [11], which consists in
assigning a word in the text to a certain part of
the language or speech and assigning it a
corresponding tag. PoS tagging allows separate
words or tokens that can have multiple tags.
This step allows further group different forms
of the same word so that they can be analysed
as a single element.

The functions of the Stanza package of
the Python programming language were used
for computerized processing of texts presented
in the Ukrainian language and classification of
tokens by parts of speech and assigning them
corresponding tags. The functions of the Stanza
package of the Python programming language
were used for computerized processing of texts
presented in the Ukrainian language and
classification of tokens by parts of speech and
assigning them corresponding tags. Link [12]
contains a set of predefined tags that the Stanza
package uses to match each word in a sentence
to a specific part of the language. For our
purposes, we used words that refer to parts of
speech such as nouns (NOUN tag), including
common names (PROPN tag), adjectives (ADJ
tags), and conjunctions (CCONJ tags).

To build the network, individual words
were used that belong to such parts of the
language as the noun (common names with the
PROPN tag have been renamed the NOUN for
convenience). Some adjectives were removed.
The following templates were used to build the
phrases:

e for bigrams: «<ADJ NOUNy;
e for threegrams:
«NOUN_CCONJ_NOUNp,
«ADJ ADJ NOUNW;
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o for fourgrams:
«ADJ NOUN_CCONJ NOUNpy,
«ADJ CCONJ ADJ NOUNp.

Next, the removal of single stop words
(individual articles, prepositions, conjunctions,
some verbs, adverbs and pronouns), and which
do not carry any information load is carried out.
The list of Ukrainian stop words was formed on
the basis of a combination of several stop
dictionaries, one of which is available at [13],
and the other is available in the Python package.
It is also planned to edit the stop words
dictionary by adding and removing from the list
of words that have been identified by experts
within the research area.

Using keyword and phrase templates, the
next step is to form a sequence of terms where
more phrases precede the phrases and words
that are part of them, with the initial order of
occurrence in the sentence being taken into
account for single words.

Next stage is to separate the key terms
from the text for each formed term of the
sequence, the so-called tuple of three elements
is built: the first is the term (word or formed
according to the presented templates); the next
IS a tag that is assigned to a word depending on
its belonging to a certain part of the language,
or a collective tag for the corresponding
template; the last element of such a set - the

numerical value of GTF (Global Term
Frequency) — a global indicator of the
importance of the term [10, 14]:
n.
GTF = ——,
Dk e

where n; is a number of terms i appearances in
the text; )., n, is a general or global number of
formed terms in the whole text.

Taking into account the marking of parts
of speech, GTF in this case is calculated taking
into account the first two elements of the tuple
—the term and tag. The number of such identical
tuples in the whole sequence, which is
normalized to the total number of generated
terms, determines the value of the third element
of the tuple - GTF. Unlike the usual TF-IDF
statistic, GTF allows to more effectively find
information-important elements of text when
working with a text corpus of a predefined
topic, when the information-important term
occurs in almost every document in the corpus.
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To build a undirected network of terms,
as a terminological ontology of a particular
subject area, this paper considers and applies an
approach to building networks based on time
series — Horizontal Visibility Graph algorithm
(HVG). The Horizontal Visibility Graph
Algorithm (HVG) [15], in turn, is an extension
of the standard Visibility Graph Algorithm
(VG) [16]. Horizontal visibility graphs are
constructed within each individual sentence,
where each term corresponds to a statistical
estimate GTF (Global Term Frequency) — a
global indicator of the importance of the term.

An undirected network of terms using the
Horizontal Visibility Graph Algorithm is built
in two stages [17]. The first step is to mark on
the horizontal axis a sequence of nodes it, each
of which corresponds to the terms in the order
in which they occur in the text; and the
weighted values numerical estimates xi that
corresponded to GTF and intended to reflect
how important a word is to a document in a
collection or corpus are marked on the vertical
axis. In the second stage, the horizontal
visibility graph is created. It is considered, two
nodes tj and tj corresponding to the elements of
the time series x;j and x;, are is connected in a
HVG if and only if,

Xk < min(xi; Xj)

for all t (ti < tx < tj), where i<k<j are the nodes
of graph.

The obtained undirected network of terms
is called the horizontal visibility graph (HVG)
(see fig. 2).

B C D E A D U E

A

T Y T Y Yy T e

A 1] ( D I \ D ( | (
Fig. 2. Stages of building the Horizontal Visibility Graph

Therefore, the considered HVG
algorithm makes it possible to construct an
undirected network structure from time series
on the basis of texts in the case when numerical
weight values (GTF in our case) are assigned to
an individual words or phrases. Directions of
links between nodes in the undirected network
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of terms are determined according to the
following approach. In the undirected network
of terms, G:= (V,T) (where V is the set of nodes
that correspond to the terms and T is the set of
the unordered pairs of nodes from the set V) for
V; ;. (¢, t;)€ T link exists in the direction from
t; to t; if the term defining by the node t;
appearances in some sentence earlier then the
term defined by t; [18]. The direction of all
other unlinked links is established from left to
right.

In work [19], a new approach for
determining the weight of links between nodes
in the directed network of terms of a text corpus
using the algorithm described above is
presented.

Next, we describe the main principle
using graph theory terms. Let D = (V, E) is
directed graph that defines the directed network
of terms, where V is the set of nodes, E is the
set of the ordered pairs of nodes from V. And A
is the NxN adjacency matrix, where a;; = 1 if
there exists an edge from node i to node j, and
a;; = 0, otherwise. The nodes of the directed
network of terms that correspond to the same
terms in the text are merged into a single one.
Then to determine the weighted values of the
links it needs to concatenate the columns a;
and rows a; (/<k<m) that correspond to the
same terms defined by the set T ={¢t;,...tn}
(where 1<m<n). The process described above
looks like a weighted compactification of the
horizontal visibility graph [17].

A new resulting matrix W will contain the
elements w;; which values equal to the number
of edges from node i to node j or, in the other
words, to the number of occurrences of the term
I before the term j in the sentences of the text
corpus. As a result of concatenation, the
obtained resulting matrix W defines a directed
weighted graph formed of nodes that
correspond to the unique terms of the corpus.

In fig. 3, as an example, a fragment of the
building semantic network for the «Genesis»
that is the first book of the Pentateuch is
considered.

Further comparison of the obtained
semantic networks built for different texts with
applying the Frobenius measure as comparable
approach allows determining the semantic
closeness and similarity of the corresponding
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texts and allows to detect duplicates of
documents.
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Fig. 3. A fragment of the semantic network obtained for
the book "Genesis"
(a — Ukrainian translation, b — English translation)

In general, the proposed method for
building semantic networks as one of the types
of terminology ontologies obtained on the basis
of a thematic corpus of text documents can be
used in automated legal information abstraction
systems to generate concise information-rich
reports based on short annotations or digests.
Also, the proposed method can be used in the
process of processing information requests
during information retrieval, allowing to
determine the degree of similarity and semantic
closeness of texts to further determine the
relevance of the document to the information
needs of Internet users and users of information
retrieval systems.

The proposed method has two significant
advantages over traditional search models.
First, the search is not based on an artificially
generated query, but on the basis of the text of
the primary document that provided by the user
(this document can be obtained using
traditional search engines), which is almost
impossible to apply in other search models.
Secondly, all the resulting documents are more
pertinent, ie more responsive to the information
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needs of the user, which is unattainable in other
models.

4.Sentiment analysis

Automated text tone analysis using
methods and algorithms based on rules and
dictionaries, graph-theoretic models, machine
learning models is used to assess the emotional
tonality of messages that determined by system
requests.

Today, sentiment analysis methods based
on the use of machine learning models are the
most popular due to their ability to adapt to the
recognition of texts belonging to specific
discourses. However, the quality of trained
models, which is expressed in terms of a
recognition accuracy and precision, largely
depends on a number of factors, including the
method of forming a training corpus of texts.
Manual formation of a training data set is a
rather time-consuming and costly procedure
that is difficult to perform for large thematic
texts.

In this regard, a combined approach
consisting in the use of simple methods of
sentiment analysis (naive Bayesian algorithm)
to form a training data set with high recognition
accuracy, which is then used to train machine
learning models is implemented. To form a text
database for machine learning, the documents
having the extreme weight values of emotional
estimates, which calculated applying the
Bayesian algorithm  were automatically
selected. Thereby, this approach reduces the
completeness, but provides the highest
allowable accuracy that can be provided by the
Bayesian algorithm.

To build a machine learning model, the
functionality of the FastText library of Python
programming language was used.
Classification of moods applying FastText is
carried out by loading of the saved quantized
trained models. Considering the high speed of
obtaining a training set and the quality of the
obtained models, it can be considered that the
use of simple and fast sentiment analysis
methods for automatic formation of training
text corpora has an advantage over manual
formation of training sets. Also, manual
formation training set process is a resource-
intensive and requires post-processing by
experts. The high speed and quality of the
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proposed combined approach allows to use it
for automatic formation of thematic models of
recognition of emotional tonality of thematic
texts.

5.Cluster analysis
Cluster analysis is the problem of
dividing a given sample of objects into subsets,
called clusters, so that each cluster consists of
similar objects, and objects of different clusters
differ significantly. The problem of clustering
refers to statistical processing, as well as a wide
range of learning tasks without a teacher.
Cluster analysis of network, as a rule,
solves the problem of two-criteria optimization,
namely:
1.Within each cluster K, the elements
(nodes) should be interconnected as much as
possible
Zaij —>max.
ieK
jeK
Here, a;; is an estimate of the relationship
between elements with and indexes i and j,
which are a part of the cluster K .
2.0nnections between any different
clusters, for example, K, and K, should be

minimal:
> a; > min.
ier
jeKy

Often in the general case, the sums for all
indices (N is a number of clusters) are often
estimated:

ZN:Zaij — max, pﬁ:izaij —min.

p=lieK, =1g=1 ieK,
ieK, 7P jeK,

The solution of this formal problem is
realized with the help of various methods and
algorithms. Among them are the methods of
hierarchical agglomerative clustering,
K-means, correlation galaxies, modularity etc.

Modern information retrieval systems
and search engines can solve clustering
problems for such networks.

Networks of terms (language networks of
the subject domain corresponding to the query):

1. Networks of persons. In this case,
clusters can correspond to groups of
interconnected persons. For example,
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terrorist groups or political movements,
parties.

2. Network of companies. Firms
belonging to common industries,
co-owners etc. Can be grouped.

One of the modes of operation of modern
information retrieval systems is the formation
of digests, which consist of the most important
documents on various aspects of the research
thema. The necessary number of documents
containing the terms with the greatest weight
which are included in various clusters from a
network of terms is wused while the
digestformation.

Conclusion

This paper presents several intelligent
technologies that allow to perform text search
in large databases effectively. Obviously, today
this field is the most promising in terms of the
application of modern methods of artificial
intelligence, including pattern recognition and
machine learning.
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